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Forms of both simple and complex machine intelligence are increasingly acting within 
human groups in order to affect collective outcomes. Considering the nature of collective 
action problems, however, such involvement could paradoxically and unintentionally 
suppress existing beneficial social norms in humans, such as those involving cooperation. 
Here, we test theoretical predictions about such an effect using a unique cyber-physical 
lab experiment where online participants (N = 300 in 150 dyads) drive robotic vehicles 
remotely in a coordination game. We show that autobraking assistance increases human 
altruism, such as giving way to others, and that communication helps people to make 
mutual concessions. On the other hand, autosteering assistance completely inhibits 
the emergence of reciprocity between people in favor of self-interest maximization. 
The negative social repercussions persist even after the assistance system is deactivated. 
Furthermore, adding communication capabilities does not relieve this inhibition of 
reciprocity because people rarely communicate in the presence of autosteering assistance. 
Our findings suggest that active safety assistance (a form of simple AI support) can alter 
the dynamics of social coordination between people, including by affecting the trade-off 
between individual safety and social reciprocity. The difference between autobraking and 
autosteering assistance appears to relate to whether the assistive technology supports or 
replaces human agency in social coordination dilemmas. Humans have developed norms 
of reciprocity to address collective challenges, but such tacit understandings could break 
down in situations where machine intelligence is involved in human decision-making 
without having any normative commitments.

social coordination | reciprocity | driving automation | human agency | experiments

Forms of simple and complex machine intelligence are becoming increasingly involved 
in the collective behaviors of human groups (1–3). In particular, as a simple but important 
illustrative example, various active driver assistance systems are increasingly available in 
cars for the purpose of enhancing individual convenience and safety (4, 5). Although 
technical and human factors associated with such systems have been studied (6–9), the 
social repercussions of assistive technology have often been overlooked (10). However, 
because active safety assistance affects both collision risk and human agency (11), it might 
modify the interaction structure among people and interfere with social norms that ordi­
narily make self-organization possible, such as norms regarding reciprocity (12, 13). As 
such, the simple AI used to facilitate driving—in addition to its own importance—can 
provide a model for studying broader issues that arise in “hybrid systems” of humans and 
machines interacting in groups. Forms of AI might affect not only the behavior of the 
humans they interact with but might have spillover effects in how such humans interact 
with other humans who were not a party to the primary interaction.

Humans have developed norms of altruism and reciprocity—both evolutionarily and 
culturally—in order to address coordination difficulties within groups (14–16). In the 
case of driving cars, for instance, people often take turns giving way at intersections and 
junctions by tacit agreement. However, the implementation of forms of machine intelli­
gence that affect driving might deliberately or incidentally foster or degrade natural and 
desirable social properties seen in self-organized collective action (17). If technology affects 
the normative foundations shared by a group of people, it could prompt serious or sus­
tained social transformations and not just transient behavioral adjustments at the indi­
vidual level (18, 19).

Here, we explore these matters using a game-theory model of social coordination, the 
chicken game (also known as the snowdrift game or the hawk-dove game) (20–22). The 
chicken game models two drivers, both headed down a single-lane road from opposite 
directions, and the first to swerve yields the road to the other (Table 1). Each driver’s best 
outcome depends on their counterpart’s choice. Thus, the decisions one expects the other 
to make shape one’s decision (i.e., strategic interdependence). When both drivers wait and 
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see what the other does first, they will collide, which is the worst 
outcome. This coordination challenge arises in various situations 
while driving [e.g., crossing through an intersection, changing 
lanes, and merging onto an expressway (7, 8)] and in other social 
contexts [e.g., resource management (23) and deadlocked nego­
tiations (24)]. Although there is no optimal solution in one-shot 
interactions, when the interaction happens more than once, actors 
can address the challenge by taking turns giving way. They are 
economically incentivized to practice alternating reciprocity so as 
to earn and share a better payoff (25, 26) (Table 1); in addition, 
they might see this joint problem as a social focus that gives them 
a reason to develop exchange relations through iterated interac­
tions (27, 28). Thus, alternating reciprocity may emerge through 
locally coordinated interactions in response to the challenge of 
possible collisions.

However, intelligent assistance in social situations (including 
in automotive situations, which are used as a model system here) 
might affect the emergence of such reciprocity. Therefore, we 
explore the possible impacts of two basic active assistance systems 
[level 1 and 2, as defined by the Society of Automotive Engineers 
(29)]: autonomous emergency braking systems (“autobraking 
assistance”) and autonomous emergency steering systems (“autos­
teering assistance”) (Fig. 1). Autobraking assistance automatically 
stops a car once it detects an obstacle at a certain distance. People 
with autobraking assistance can thus have more time to coordi­
nate, but they still need to control their cars to avoid collisions. 
On the other hand, autosteering assistance automatically steers 
cars to avoid obstacles; people do not need to control their cars. 
While autobraking assistance supports human decisions in colli­
sion avoidance as a complement to human cognition, autosteering 
assistance replaces human decisions and is a substitute for human 
cognition (30, 31).

These different associations with human agency could yield 
entirely different impacts on the social aspects of coordination 
(32). In the chicken game, autobraking assistance slows the cars 
facing each other on the road, which can underscore the benefit 
of giving way. Thus, the technology can help people to take a 
prosocial action. On the other hand, autosteering assistance elim­
inates the possibility of head-on collisions and modifies the inter­
action structure (Table 1). In this modified interaction structure, 
going straight (defection) gives individuals outcomes better than 
or equal to swerving (cooperation), whether the counterpart goes 
straight or swerves [i.e., the game is transformed into the Prisoner’s 
Dilemma (32, 33)]. Thus, autosteering assistance can make people 
egocentric, i.e., prompt them to seek to maximize their payoff in 
a self-interested fashion by simply driving rapidly head-on. 
However, as a consequence, two cars with autosteering assistance 
heading towards each other are likely to swerve simultaneously 
and to rarely exchange concessions, thus reducing collective wel­
fare (see SI Appendix for a more formal explanation).

Communication between people also plays a significant role in 
collective action (34–36). While driving, people often exchange eye 
contact, hand singles, and blinker signals to notify their counterparts 
of their intention or appreciation. If both parties share a norm of 
reciprocity, such signal exchanges can activate social norms and help 
them manifest mutual anticipation and self-organization. However, 
people do not obtain benefits when they do not turn communica­
tion capabilities into actions (37). Thus, communication can help 
people manifest reciprocity, but autosteering assistance might negate 
the effect because it reduces the risk of collision, which may dis­
courage people from communicating in the first place.

We test these theoretical predictions with a unique cyber-physical 
lab experiment involving physically instantiated robotic vehicles 
remotely controlled by faraway online participants. By combining 
the advantages of physical and virtual labs (38) in a new platform, 
this method operationalizes the chicken game with real people in 
the real world to examine causality in collective behavior within a 
physical context (39). Participants (N = 300), recruited via Amazon 
Mechanical Turk (40, 41), joined our game via their Internet 
browser from their residence (Materials and Methods). After con­
sent, tutorials, and screening, they were randomly assigned to a 
pair of people and to one of the two vehicles (a “yellow car” or a 
“blue car”) that existed in physical space (Fig. 1A). Participants 
remotely drove the assigned vehicle with an onboard camera view 
on a single road leading from a start grid straight to a goal area in 
a kind of grassland diorama. They saw the physical space from a 
first-person viewpoint and controlled the driving speed and 
whether to drive on or off the road (SI Appendix). When they drove 
off the “road” (i.e., outside the printed road area), their driving 
speed dropped by 75%.

Participants played this remote driving game with the same 
counterpart over 10 rounds. In each round, they were paid a 
decreasing bonus of up to US$1.50 depending on how quickly 
they reached the goal; when they did not arrive within 30 s, the 
player earned no bonus for the round. Counterpart players drove 
their vehicles on the same road in the reverse direction. Thus, on 
the way to the goal, each one needed to decide whether to give 
way to the other by losing their own time and earnings (Fig. 1B).

Within this basic setup, we manipulated safety assistance sys­
tems in the robotic vehicles (Fig. 1C). In the “manual” condition, 
players received a warning when their car got close to an object 
in front. With or without warning, they needed to control their 
vehicle to avoid the obstacle (i.e., the counterpart’s vehicle). In 
the “autobraking” condition, the cars automatically stopped (once) 
in addition to the warning at a fixed distance from an object. In 
the “autosteering” condition, the cars automatically swerved 
off-road (in opposite directions) if they went closer to the obstacle 
after the warning (i.e., the payoff of both going straight changed 
from 0 to b − c* with c* ≤ c in Table 1). Finally, in the 
“autobraking-and-autosteering” condition, the cars were equipped 
with both assistance systems. The cars automatically stopped once 
at the same fixed distance from an obstacle; if they still moved 
closer to it, they reduced speed by 75% and automatically swerved 
off-road. A key consideration of this combined condition is the 
cost of going straight was higher than that of swerving (i.e., c* > 
c in Table 1). Thus, pairs of players could earn the most with 
alternating reciprocity, but they did not necessarily cooperate to 
avoid collisions (SI Appendix). Even with these assistive technol­
ogies, players needed to drive most of the time and supervise the 
assistive technology features (i.e., they were engaged in “semiau­
tomated” driving). Also, autosteering assistance automatically 
avoided head-on collisions, but players still could collide (and 
some actually did; see Fig. 2) even with the assistance if they 
swerved from the side road to broadside their counterpart. In all 

Table 1. Chicken game with safety assistance
Your counterpart

Go straight Swerve

You Go straight 0 → b – c* b
Swerve b − c b − c

The quantity b indicates the maximum possible benefit when a focal actor drives the road 
from start to finish without obstacles. And c indicates the cost of losing time and the 
additional effort related to manually swerving off the road. The benefit b is larger than 
the cost c. When both actors seek to maximize their payoff, they will collide, which is the 
worst outcome (=0). When they take turns giving way, they will earn better cumulative 
payoffs than both swerving (b + (b − c) > 2(b − c)). With autosteering assistance, however, 
the payoff of both going straight changes from 0 to b − c*, where c* is the cost of losing 
time by automatically swerving. When c* ≤ c, each actor will keep going straight to max-
imize their payoff, regardless of their counterpart’s choice. When c* > c, actors have the 
same strategic interdependence as the default while they do not collide with each other.
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situations, we assigned both players in pairs to the same assistive 
technology conditions and informed them of their own and their 
counterpart’s assignments in advance.

Independent of the safety assistance systems, we also manipu­
lated whether players were afforded the capacity to communicate. 
Half of the pairs could not communicate with each other during 
the game. The other half had an instant messaging function that 
allowed them to send two fixed-text messages of “Go ahead.” and 
“Thank you!” to their counterpart (SI Appendix). Like eye contact 
and hand signals, the counterparts could receive the message only 
when they faced the sender’s vehicle in their first-person camera 
view. The predetermined messages could help players have mutual 
anticipation in parallel with their actions during (but not before) 
the game (34, 37, 42).

Suppose intelligent assistance alters people’s shared norms and 
not just their individual behavior. In that case, the technical 
impact might persist even after the assistance system stops working 

because people might need sufficient time to rebuild tacit collec­
tive agreements. We performed a supplementary experiment with 
two additional conditions to examine the persistence of any such 
technical impact. In the “manual to autosteering” condition, par­
ticipants played the first five rounds without safety assistance (i.e., 
manual driving) and the last five rounds with autosteering assis­
tance. On the other hand, in the “autosteering to manual” con­
dition, participants played the first five rounds with autosteering 
assistance and the last five rounds without it. After the fifth round, 
we informed players of the functional change for themselves and 
their counterparts in these conditions. All players were able to use 
the messaging function in this experiment.

In sum, we evaluated 8 treatment combinations of autonomous 
safety technology (manual, autobraking assistance, autosteering 
assistance, and the combination of autobraking and autosteering 
assistance) and communication capabilities (presence or absence 
of a messaging function), and 2 supplementary conditions (manual 

Fig. 1. Experiment setup. (A) The physical coordination space. Two car robots face each other on a single road. Players remotely drive the robots over the 
Internet to control the speed and whether to drive on or off the road. (B) A sequence of a unilateral turns by the yellow car. To avoid a crash, at least one of the 
players needs to give way to their counterpart, but this reduces their driving speed by 75% (and thus their payoff). (C) Experimental treatments for the driving 
system. In addition to the default (i.e., manual driving), cars with autobraking automatically stop once with a warning, while those with autosteering automatically 
swerve at the last moment.
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to autosteering assistance and vice versa) (43). We conducted 15 
sessions for each treatment combination or condition, for a total 
of 150 groups (sessions) with 300 participants overall (N = 240 
for the main experiment and N = 60 for the supplementary one). 
Each participant played only one session consisting of 10 rounds 
of the remote driving game.

Results

Our main experiment explores the emergence and collapse of 
reciprocity under circumstances involving autonomous safety 
assistance and communication capabilities. Fig. 2 shows the overall 
results: We classify observed paired behavioral states into four 
categories: the yellow car swerved and the blue car went straight 
(unilateral turns by the yellow car); the blue car swerved and the 
yellow car went straight (unilateral turns by the blue car); both 
cars swerved (bilateral turns); and they crashed. In Fig. 2A, we 
color each session round by these four categories. We also define 
the emergence of reciprocity as a temporal sequence wherein play­
ers took turns giving way over multiple rounds (Movie S1). Thus, 
some unilateral turns were part of a reciprocal sequence, called 
reciprocal unilateral turns (otherwise, nonreciprocal unilateral 
turns), and these are indicated with bold outlines in Fig. 2A. 
Analyses evaluating whether there was evidence for exploratory 
behavior, such that players progressively changed over time, failed 
to reveal such a practice (SI Appendix, Fig. S1 and Table S1).

In the control group (i.e., manual driving without messaging), 
either of the players gave way at a rate of 34.6%, but they rarely 
took turns (5.3% of the time; Fig. 2B). They also crashed at a rate 
of 10.7% of the session rounds. Autobraking assistance signifi­
cantly increased unilateral turns from 34.6 to 48.6% [P = 0.013;  
penalized multinomial logistic regression (44); SI Appendix, 
Table S2], but it neither significantly increased reciprocal turns 
(P = 0.169) nor significantly decreased crashes (P = 0.852). In 
contrast, autosteering assistance significantly reduced unilateral 
turns from 34.6 to 4.7% (P < 0.001), though it also reduced 

collisions (P = 0.005). However, no reciprocal turns emerged in the 
sessions with autosteering assistance (Fig. 2 A and B). Further­
more, as shown, these effects of autosteering assistance canceled 
out when it was combined with autobraking assistance; in the 
autobraking-and-autosteering condition, players behaved simi­
larly to the autobraking condition (when they did not have the 
messaging function).

Communication helped people to make mutual concessions, 
except for the sessions with autosteering assistance. The messaging 
function significantly increased unilateral turns (P = 0.018), espe­
cially reciprocal ones (P < 0.001; SI Appendix, Table S1). Specifically, 
with communication capabilities, people increased reciprocal turns 
from 5.3 to 24.7% with manual driving and from 7.3 to 32.0% 
with autobraking assistance (Fig. 2B). However, the messaging 
function had little impact when people drove a vehicle with autos­
teering assistance. Even with communication capabilities, people 
still had no reciprocal turns in the autosteering condition. People 
also rarely reciprocated in the autobraking-and-autosteering con­
dition although they could communicate; the fraction of reciprocal 
turns was 5.3%, regardless of whether players had the messaging 
function or not (Fig. 2 A and B).

The emergence and collapse of reciprocity are associated with 
corresponding changes in individual driving behavior towards a 
driver’s counterpart (Fig. 3). Our experiment shows large varia­
tions in players’ driving trajectories in the manual and autobrak­
ing conditions (Fig. 3A and SI Appendix, Fig. S2). Players gave 
way to their counterpart before the warning on 30.3% of occa­
sions without messaging and 42.0% with messaging in the man­
ual condition (Fig. 3B). In addition, by driving head-on, they 
activated the autobraking assistance at a rate of 57.0% without 
messaging and 54.0% with messaging (P = 0.084 and 0.804, 
respectively; test of equal proportions, compared with the man­
ual condition; SI Appendix, Fig. S3A). Autosteering assistance, 
however, considerably reduced the individual differences in driv­
ing trajectories (Fig. 3A). On 97.0% of occasions without mes­
saging and 96.0% with messaging, players did not swerve before 

Fig. 2. Paired behavior across the conditions. (A) Each row shows a sequence of paired behaviors per session in eight treatment conditions. The bold outline 
indicates the rounds in a reciprocal sequence. (B) The average proportion of paired behaviors across the conditions (15 groups × 10 rounds for each condition).
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the warning (P < 0.001 for both; test of equal proportions, com­
pared with the manual condition; Fig. 3B). They then left a swerv­
ing decision up to the machine at a rate of 88.3% without the 
messaging capability and 71.0% with it (SI Appendix, Fig. S3A). 
When both players relied on autosteering assistance to swerve at 
the last minute, they had no choice but to turn simultaneously.

Following prior work (7, 8), we apply a social value orientation 
(SVO) framework to players’ driving behaviors to evaluate them 
with reference to the axes of self-interest and altruism. In this 

framework, SVO is represented as an angular preference ϕ that 
relates to how individuals weigh rewards between themselves and 
an alter in a coordination setting (45). We rate a player’s driving 
behavior as rewards for themself and for their counterpart based 
on how far the player drives on and off the road while facing the 
counterpart (Materials and Methods). As noted above, people need 
to impose a cost on their counterpart in order to drive straight­
forward because of this game structure (Table 1). In keeping with 
prior empirical findings on driving coordination (7, 8), players 

Fig. 3. Safety assistance changes human policy in driving dilemmas. (A) All trajectories of pairs in the autobraking and autosteering sessions with the signaling 
function (30 individuals × 10 rounds for each condition) (see SI Appendix, Fig. S2 for the other sessions). Areas between two dashed lines indicate the road in 
Fig. 1 A and B. The figure’s horizontal to vertical ratio is the same as the experiment. (B) The fraction of players turning off the road, (C) the average speed on 
the road, and (D) the fraction of players sending the first message over relative distances across the conditions. As shown, d1 and d2 indicate the distances to 
activate warning, autobraking, and autosteering systems, as shown in Fig. 1C. (E) Player’s SVO per round across the conditions (N = 300 for each condition; 30 
individuals × 10 rounds; see Materials and Methods). The angular preference φ represents how individuals weigh rewards between self and others.D
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show various social preferences between parasitism (i.e., the “com­
petitive” orientation in the SVO procedure) and altruism in both 
manual and autobraking conditions (Fig. 3E). Their SVO angular 
phases are widely distributed across individuals and rounds 
(SI Appendix, Fig. S4).

With autosteering assistance, however, these various SVOs in 
individuals converge into primarily self-centered ones (Fig. 3E). 
The SVO variance of the autosteering condition is significantly 
smaller than that of the manual condition (P < 0.001; F-test; 
SI Appendix, Fig. S4). While people behaved purely in their own 
interests (i.e., −2.5° < ϕ < 2.5°) 13.6% of the time in the manual 
condition, they did so 79.3% of the time in the autosteering 
condition (from 14.4 to 88.0% without messaging; from 13.0 to 
70.7% with messaging). This means that introducing autosteering 
assistance changed at least 65.7% of people’s SVO to focus on 
self-interest maximization. Since we used a randomized-controlled 
procedure in subject recruitment, the SVO difference across the 
treatments cannot be explained by intrinsic individual variation.

Next, we turn to how driving behavior and communication 
help people achieve reciprocal coordination. Paired players needed 
two-step coordination to establish alternating reciprocity 
(SI Appendix, Fig. S5). First, an initiator gives way, and the other 
driver goes straight (initiator’s unilateral turn). Then, on the next 
round, the counterpart gives way, and the initiator goes straight 
(reciprocator’s unilateral turn). First, we confirmed that first-order 
Markov chains sufficiently represent the transitions of the 
paired-behavioral states across the treatments shown in our exper­
iment (SI Appendix, Fig. S6 and Table S3). This indicates that each 
subsequent paired-behavioral state mostly depends on the imme­
diately preceding one; thus, we did not consider two or more 
preceding states to estimate the state transitions.

We then examined what driving behavior and communication 
choice led people to take each coordination step from one state 
to another with logistic regression models. We find that slow, 
distanced swerving helps people take the first step towards prere­
ciprocal unilateral turns, and communication helps the second 
step to have reciprocal unilateral turns (SI Appendix, Fig. S5 and 
Table S4).

The safety assistance systems intervene in each of these coordi­
nation steps as follows: To initiate a unilateral turn, initiators must 
give their counterparts enough distance and time to decide 
whether to go straight (SI Appendix, Fig. S5A). When a driver 
comes close at high speed, the counterpart anticipates that the 
driver will not swerve, and thus decides to swerve themself, 
whether the driver eventually swerves or not. In this respect, auto­
braking assistance can facilitate altruistic behavior (i.e., unilateral 
turns) by helping people to have mutual anticipation. Players 
significantly dropped their driving speed under autonomous brak­
ing (Fig. 3C), which gave them the time they needed to coordinate 
with each other. On the other hand, with autosteering assistance, 
players increased their driving speed and approached their oncom­
ing counterparts at high speed (Fig. 3C). Thus, even when one 
swerved earlier than the other, it was likely too late for one’s coun­
terpart to take advantage of it.

Our analysis also shows that communication helps people recip­
rocate after initiating a unilateral turn (SI Appendix, Fig. S5B). 
When players exchanged the preformed messages—“Go ahead.” 
and “Thank you!”—while driving, they were more likely to take 
turns giving way. Driving assistance technologies indirectly affect 
this second step by discouraging people from communicating with 
each other. Given the messaging function, players were more likely 
to send a message as they closed the distance between them—but 
not always. Whether to communicate depended on the assistance 
systems (Fig. 3D). In the manual condition, players sent at least 

one message 42.3% of the time. They reduced usage to 27.7% 
with the autobraking assistance (P = 0.057; logistic regression 
using the manual condition for the reference category). 
Autosteering assistance resulted in a further reduction to 15.3% 
of the time (P = 0.004; logistic regression). Furthermore, especially 
in the autosteering condition, people often missed receiving mes­
sages because they had already passed by the senders; as a result, 
players sent and received a message only 5.3% of the time with 
autosteering assistance (SI Appendix, Fig. S3B). People also com­
municated little with each other in the autobraking-and-autosteering 
condition; they used the messaging function 17.7% of the time 
(P < 0.001; logistic regression). This suppression of communica­
tion through autosteering assistance hinders the emergence of 
reciprocity (SI Appendix, Fig. S5B).

The behavioral changes prompted by assistance systems also 
affected individual performance and satisfaction. For example, 
people with autosteering assistance reached the goal 2.5 s faster, 
on average, earning US$0.125 more in every interaction than those 
with manual driving (SI Appendix, Fig. S7). Indeed, players in the 
autosteering condition earned more than players in any other con­
ditions (including even the subset of players who successfully 
engaged in turn-taking). Although bilateral turns as a result of 
autosteering assistance per se are inefficient (because nobody uses 
a part of the main road), people improved their overall mobility 
efficiency with the assistive technology. On the other hand, auto­
braking assistance delayed people’s arrival, especially when it was 
combined with autosteering assistance (P < 0.001; SI Appendix, 
Table S5). The reason is that people kept going straight more fre­
quently when they knew they could not crash head-on into each 
other (Fig. 3B); as a result, they took more time to reach a goal 
due to automatic stopping and the subsequent speed reduction 
than manual driving.

However, in the autosteering condition, players had to give up 
something that they might value, namely, the opportunity to engage 
in reciprocity. We can estimate the value of this opportunity by 
comparing them to players in the manual condition. Players in the 
autosteering condition lost the potential of reciprocity (as shown 
in Fig. 2) in exchange for increasing per-round earnings from 
US$0.558 in the manual condition to US$0.654 in the autosteering 
condition (both with messaging). From an opportunity-cost per­
spective, in other words, players in the manual condition paid an 
average 14.7% “surcharge” in order to have the opportunity to 
engage in reciprocity with others.

Pertinently, the better economic performance with autosteering 
assistance did not always lead to players’ subjective satisfaction in 
the postgame survey (SI Appendix, Fig. S8 and Material and 
Methods). While players’ earnings significantly increased their sat­
isfaction with themselves (P < 0.023), they reported no change in 
their satisfaction with their counterparts and cars (P = 0.991 and 
P = 0.593, respectively; SI Appendix, Table S6). Regardless of how 
much they earned, players were more satisfied with their counter­
parts when the counterparts gave way to them (P = 0.034) and less 
satisfied when they collided (P < 0.001). Only the messaging func­
tion increased their satisfaction with their vehicles in our model  
(P < 0.001). This gap between economic efficiency and interpersonal 
satisfaction aligns with theoretical and empirical findings in various 
social contexts (7, 45–47), showing that people have social prefer­
ences beyond economic self-interest, including preferences for inter­
personal altruism, fairness, and reciprocity. Active safety assistance 
can undervalue such benefits in human decision-making.

Finally, we document the social inertia of autonomous assistance 
with a supplementary experiment where the autosteering assistance 
turns on or off in the middle of the game between the 5th and 6th 
rounds. In the manual to autosteering condition, autosteering D
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assistance was activated halfway. Players then quickly adjusted their 
coordination behavior to the functional addition (Fig. 4A and 
SI Appendix, Fig. S9). Using the difference-in-differences tech­
nique, we confirmed the significant effects of autosteering assistance 
activation on paired behavior (SI Appendix, Table S7). For example, 
players significantly reduced unilateral turns (i.e., the prerequisite 
for reciprocity) with the introduction of autosteering assistance, 
compared to the projected fraction from the results of manual 
condition (P < 0.001; Fig. 4B). Moreover, players significantly 
delayed their swerve timing, increased their driving speed, and 
reduced interpersonal communication in the last half of the game 
with autosteering assistance (SI Appendix, Table S8).

In contrast, players reacted sluggishly to the deactivation of assis­
tance. In the autosteering to manual condition, assistance deactiva­
tion did not make a meaningful impact (SI Appendix, Table S7). For 
example, players did not significantly increase unilateral turns in the 
last half without the safety assistance, compared to the estimated 
fraction in case they kept using autosteering assistance (P = 0.826; 
Fig. 4C). Furthermore, assistance deactivation did not alter players' 
driving and communication behaviors (SI Appendix, Table S8). This 
contrast suggests a sustained effect of intelligent assistance. Once 
active assistance systems are introduced, the systems can affect the 
economic and normative bases for social coordination between 
humans, and recovery may require effort and time.

Discussion

We use the situation of intelligent assistance in driving to explore 
broader issues that can arise in what we have termed hybrid sys­
tems of humans and machines engaged in collective action. Our 

experiments here involve a basic level of driver assistance (29), i.e., 
technology that has become commonplace. However, recent devel­
opments in AI will enable the use of much more advanced assis­
tance, such as fully automated driving and algorithmic traffic 
management (48). In a purely autonomous environment with 
vehicle-to-vehicle communication, each machine’s decision-
making can rely on a centralized control system with essentially 
one agent. However, the presence of human agents within the 
system makes interagent coordination challenging because people 
do not interact with machines as machines do with each other (8). 
Prior work has tried to address the challenge by incorporating 
human behavior models into the control systems of connected 
and automated vehicles (7, 49, 50). Our findings suggest that 
autonomous systems might need to further consider the specifi­
cally social and normative motives of human decision-makers to 
facilitate socially desirable outcomes in situations involving mixed 
autonomy (8, 51, 52). Automation systems in a setting of collec­
tive behavior can modify how humans treat each other, even unin­
tentionally (53, 54).

People do not behave solely to maximize material gains (7). 
People often take altruistic actions and cooperate in order to align 
with social norms (14, 55). However, such collective understand­
ings could break down when morality-free intelligent assistance is 
involved in social coordination (17). People can change their social 
value orientation through the presence of machine assistance, espe­
cially when it decouples the joint problem they face (27, 51).

Therefore, active safety assistance does not simply strengthen 
human capabilities to reduce conflicts in social coordination (31). 
Instead, it can also affect economic interdependence and social 
norms that guide individual and collective behavior with respect 

Fig. 4. Egocentric driving persists after safety assistance is lifted. (A) Paired behavior across the supplementary treatments (N = 60 individuals in 30 groups in 
total). Each row shows a sequence of paired behavior per session. The bold outline indicates rounds in a reciprocal sequence. The activation or deactivation of 
the assistive system occurs between the 5th and 6th rounds (see SI Appendix, Fig. S9 for the aggregate results). Changes in the fraction of unilateral turns before 
and after autosteering assistance activation (B) and deactivation (C), compared to the main experiment sessions without the change at the halfway mark, are 
shown. The translucent points indicate the counterfactual values as if the sessions had not had the change at the halfway point, given the slope in the control 
subjects. Error bars indicate 95% CI with bootstrapping (1,000 replications). P values are calculated with difference-in-differences regression models (Materials 
and Methods and SI Appendix, Table S7).D
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to trade-offs between individual interests and social reciprocity. 
Our experiments show that an autobraking system encourages 
people to make reciprocal concessions, especially in a setting 
affording communication capabilities. In contrast, the autosteer­
ing system significantly reduced reciprocal behavior and interper­
sonal communication in driving coordination, making people 
self-centered. People neither reciprocated nor communicated with 
autosteering assistance even when they could earn a better eco­
nomic return from alternating reciprocity in the combined assis­
tance condition. We also find that the adverse effects of autosteering 
assistance persist after the system is deactivated. These findings 
indicate that whether reciprocity emerges or collapses in mixed- 
autonomy coordination situations depends on whether machine 
intelligence complements or replaces human agency. Moreover, our 
experiment suggests two non-exclusive mechanisms for intelligent 
assistance to suppress human reciprocity: i) altering people’s inter­
action structure and economic equilibrium points (56), and ii) 
decoupling people’s sense of a joint problem, thus causing social 
foci to disappear (27).

Collective behavior has been studied in various contexts, such 
as animal migration (35, 39, 57), pedestrian flow (34, 49, 58, 59), 
emergency evacuation (60–62), and traffic management (63, 64). 
Many models of collective behavior build on dynamics involving 
a repulsive potential among physical particles (59, 61, 63), and 
some incorporate individual perception into such a physics-based 
approach (35, 36, 42, 49, 57). Such perception-integrated models 
regard individuals as actors who actively seek a beneficial destina­
tion with, or a smooth passage through, a crowd, rather than being 
passively repelled or propelled by others.

Our work suggests that, in addition to physical dynamics and 
individual perceptions, normative expectations between actors can 
govern collective behavior when they share and activate norms 
(51, 65). For example, physics-based models cannot capture the 
norm-referenced behaviors observed in our experiment, such as 
taking turns giving way over many rounds (Movie S1). On the 
other hand, most individuals supported by autosteering assistance 
behaved like physical particles, repelling each other (Movie S2), 
as the simple model assumes. Their bilateral turns appear 
well-coordinated from the physics-based perspective (34, 42, 59), 
although the actors actually had no such intention. While humans 
treat other people as social actors by default—which becomes 
especially pronounced when communication is possible—they 
treat others as impersonal obstacles when given active safety 
assistance.

Our work also introduced a unique experimental system to 
evaluate the actions of humans in the presence of (here, simple) 
AI technology in physical space, by using physical robots managed 
by groups of research subjects at remote distances. This model 
system offers advantages over having people interact solely in a 
virtual environment—by providing a physical instantiation of the 
challenges faced and by enhancing the verisimilitude of the col­
lective action dilemmas. In fact, our simple system captured cer­
tain features of physicality, including friction and vehicular noise 
(39, 66). In contrast to virtual simulators (60, 67), participants 
behave with the understanding that their presence interacts with 
the real world. Reality awareness might affect individual and col­
lective behavior in ways that simulation environments do not (68, 
69). Relatedly, mathematical simulations using prearranged 
human models, whether based on theory or recorded data (7, 8, 
48, 49, 61) also cannot capture social complexity in the same way.

Further work can examine other relevant features that we did 
not explore. For example, our study used an iterated two-player 
game to examine driving coordination. This setting is reasonable, 
especially in sparsely populated, closed systems (e.g., localized 

neighborhoods) (33). In heavily trafficked, open systems (e.g., 
major highways), on the other hand, people could consider more 
than one counterpart simultaneously to select a path (8, 34, 49, 
57–59, 61). Furthermore, as people encounter more strangers 
there, they might make a more complicated normative commit­
ment to coordinate with others. It is known that people can extend 
altruism from a specific individual to a population with indirect 
and generalized reciprocity (70, 71) and can develop specifically 
localized norms for social coordination (e.g., the “Pittsburgh left”) 
(15, 18, 19). Moreover, people might reduce their reliance on 
machine intelligence according to the error rate of the system, 
which could lead to a different equilibrium state from our findings 
(72). It is therefore a worthwhile next step to confirm our findings 
in complex, multiagent settings.

Our study focuses on the economic payoffs associated with 
manual and automatic steering. We introduced a combined assis­
tance condition to identify why drivers did not reciprocate with 
each other in the presence of autosteering assistance. In this con­
dition, the economic cost of automatic steering was made higher 
than that of manual steering. However, it is possible that manual 
steering incurred additional cognitive costs to drivers, which 
would make the total cost of automatic steering lower than that 
of manual steering, still. Despite this, our results show that people 
in the autobraking-and-autosteering condition often made uni­
lateral turns, similar to those in the manual condition (Fig. 2), 
without using autosteering (SI Appendix, Fig. S3A). This suggests 
that they perceived the overall cost of automatic steering to indeed 
be higher than that of manual driving, even when including cog­
nitive costs. Nevertheless, they did not take turns giving way in 
the combined assistance condition, which is a clear contrast to the 
manual condition (Fig. 2). Further studies are needed to examine 
any cognitive features associated with intelligent assistance.

Although the results of laboratory experiments do not translate 
directly into the real world, the evidence presented here suggests 
that forms of AI assistance might suppress human sociality in col­
lective behavior. People might degrade tacit agreements among 
themselves, such as reciprocity, in the presence of machines that 
can take over human agency. In the coming years, humans and 
machines are going to share physical space and interact “socially” 
in hybrid systems, such as autonomous cars sharing the road with 
human-driven cars. Understanding these new technologies as social 
catalysts among people might help us avoid any unintentional harm 
of intelligent automation to interpersonal interactions.

Materials and Methods

Ethics, Consent, and Preregistration. All the experiments were preregistered 
(Data, Materials, and Software Availability) and approved by the Carnegie Mellon 
University Committee of the Use of Human Subjects. All the participants provided 
informed consent. We designed the subject payments to give more than the US 
minimum hourly wage as of 2022. As a result, participants received US$9.25 on 
average (the minimum US$4.70; the maximum US$12.05) for about an 18-min 
task. Our data include no identifying information.

Participants. We conducted experiments from May 2022 to August 2023. A total 
of 300 unique participants were recruited from Amazon Mechanical Turk (MTurk) 
to participate in one of 150 sessions. They could not join more than one session. To 
minimize possible differences in driving conventions and streaming latency, we 
limited participants to be US-located. In addition, we required participants to be 
experienced workers using the MTurk qualification system. SI Appendix, Table S8 
shows the participant demographics obtained with a free-response postgame 
survey. Before joining the game, all the participants passed an Internet speed 
check, camera visibility check, human verification check, and a comprehension 
test about the experiment settings, such as real-robot control and assistance 
capability. Actual instructions are shown in SI Appendix.D
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System. Experiments were implemented with the Breadboard platform (73). 
Participants interacted anonymously over the Internet using customized soft-
ware playable in a browser window. The user interface has an assigned vehicle’s 
onboard camera view of its actual environment, control buttons, and indicators 
for remaining time and current speed (SI Appendix). To avoid online participants 
being confused by the remote-control operation, we limited vehicles’ movable 
area to three invisible fixed lanes: one “on-road” lane and two “off-road” lanes 
(Fig. 1A; the road image of the physical environment was for visual orientation). 
Thus, participants controlled their vehicles with four options: speed up, slow 
down, go to the right lane, and go to the left lane. They were unable to move 
backwards. Furthermore, we constrained leftwards and rightwards movements 
as follows: When participants were on the road, they could move right to avoid 
an obstacle. Once off the road, they could (only) move left (to return to the road). 
This was achieved by activating and deactivating the relevant steering buttons. 
When participants were assigned to a session with the messaging function, they 
additionally had two messaging buttons: “Go ahead.” and “Thank you!” When 
they clicked either button, the message popped up over the current place of the 
sender’s vehicle image in the counterpart’s camera view. Thus, the sender needed 
to be within range of the receiver’s camera for the counterpart to see the message.

Each remote-controlled vehicle consisted of an off-the-shelf robot cube 
[Sony’s Toio (74)], a small single-board computer (Raspberry Pi Zero W), and a 
120-degree-angle camera. It was covered with the paper craft of a yellow or blue 
car (Fig. 1 A and B). The vehicle size was about 30 × 65 × 50 mm. The robotic 
cubes moved at the maximum speed of about 300 mm/s and recognized their 
absolute location with an underbody sensor by detecting an invisible ink pattern 
on specific paper sheets that formed the “ground.” This allowed us to control the 
vehicles based on their distance (e.g., for the active assistance treatments) and 
their location (e.g., for the 75% speed reduction during off-road driving) without 
relying on algorithmic location estimation. The onboard cameras were used only 
for participants to see the environment and control their vehicles. They faced in 
the direction of forward movement to show the front view with the tip of their 
own vehicle body (SI Appendix), which helped participants to sense the distance 
from an oncoming object. The camera view was streamed to assigned participants 
via the Web Real-Time Communication program (75). We confirmed that the 
streaming latency was small enough that people were able to control the remote 
vehicle with the live view in the experiment environment (mostly about 300 ms 
within the United States of America and less than 500 ms between the United 
States of America and Japan).

Procedure. After the tutorial and screening process, participants were randomly 
assigned to one of the eight conditions and one of the two vehicles. They prac-
ticed the remote-control operation on a separate road for two rounds. In the first 
practice round, they drove the assigned vehicle with no obstacles. In the second 
round, they had an obstacle in the middle of the road and practiced how to avoid 
it with autobraking or autosteering assistance when their vehicle had it. After the 
second round, participants were asked what obstacle they saw in the middle of 
the road. When both participants selected the correct answer, they were allowed 
to participate in the main game. This procedure guarantees all the participants 
of the main game had the live-streaming camera view on their browser window.

In each round, participants started on the road, facing one another in opposite 
directions (Fig. 1A). Participants were informed that both players had (or did not 
have) specific safety assistance technologies based on their assigned treatment. 
When a game round started, participants had a “Start” button to start their vehicles 
with the minimum speed. At the same time, a counting timer started (whether they 
actually started or not), showing their bonus linearly decreasing from US$1.50. 
When participants drove their vehicles to reach the end of the road, indicated with 
a pink goal tape (Fig. 1A), within 30 s, they would receive the indicated remaining 
bonus. Otherwise, they would earn nothing for the round, including when they 
collided. They played the game with the same counterpart over ten rounds (even 
after crashes). In the supplementary experiments, participants were informed of 
the assistance system’s activation or deactivation before the 6th round started.

After the game ended, participants were asked about their driving strategy 
in the game, satisfaction in the game, real-world driving experience, and demo-
graphics. In the satisfaction survey, participants answered whether they were 
satisfied, using a 5-level rating system, with the following three statements: i) 
“In the game, how satisfied were you with your own drive?” ii) “In the game, how 
satisfied were you with your counterpart’s drive?” iii) “In the game, how satisfied 

were you with your car and its support system?” We transformed the 5-category 
answers into the values from −2 to 2, with higher values indicating higher sat-
isfaction. When they completed the postgame survey, they additionally earned 
the completion bonus of US$1.50 as well as base pay of US$2.00.

Analysis. We classified participants’ paired behaviors into four categories: “uni-
lateral turn by the yellow car (Y),” “unilateral turn by the blue car (B),” “bilateral 
turn,” and “crash” (Fig. 2A). The classification was based on the parallel distance 
and intermediate point between paired cars when they went by each other (oth-
erwise, their behavior was classified as a crash). We also identified a sequence 
of paired behaviors as “reciprocal” when unilateral turns alternated across the 
participants and rounds. Reciprocal sequences consisted of two basic patterns: 
Y-B and Y-Y-B-B (or B-Y and B-B-Y-Y). We did not find any case where partici-
pants reciprocated with more than two-round consecutive concessions. When we 
aggregated the session data to analyze paired behaviors, we used the distinction 
of unilateral turns based on whether the turns were a part of a reciprocal sequence 
instead of by which side swerved (Fig. 2B). We used penalized multinomial logis-
tic regressions for analyzing the treatment effects on the multicategory paired 
behaviors (SI Appendix, Table S1). Our data shows no reciprocal unilateral turns 
in the sessions with autosteering assistance (Fig. 2). Logistic regression curves 
cannot fit such a completely separated variable across the treatments (76). Thus, 
we used the Firth penalization method to address the complete separation prob-
lem (44).

We used the SVO framework to evaluate each individual’s driving trajectory 
with reference to the axes of self-interest and altruism (45) (Fig. 3E). Participants 
manifested their SVO while they interacted with each other because both payoffs 
to themselves and to their counterparts were contingent on their driving behav-
ior. In contrast, their driving and proceeds in the part after they crossed were 
independent of their counterparts. Thus, we quantified their rewards to self and 
the other based on each person’s travel distance towards their goal xi until when 
they went by or collided at time t. Since participants earned a larger payoff when 
they reached the goal earlier, we defined subject i’s reward to self in a round as: 

When a participant swerved to give way to their counterpart, they gave a reward 
to their counterpart. We defined their provision as the counterpart j’s travel dis-
tance during the ego’s off-road movement xj,freeway (xj,freeway < xj). To calculate the 
reward to the other party, we excluded the case when people used autosteering 
assistance to swerve because they had no intention of giving rewards to their 
counterparts. In addition, when a participant drove on the road while their coun-
terpart was off the road, they imposed costs on the counterpart. Thus, we defined 
the negative reward to the counterpart as the difference between the counter-
part j’s actual distance and the counterfactual one wherein the counterpart had 
driven on the road xj,lostway. We calculated the counterfactual distance based on 
the average velocity in the last second before the counterpart swerved. Therefore, 
we quantified subject i’s reward to the other in a round as: 

Following the SVO framework, we evaluated each behavior’s social orientation 
as an angular phase ∅i = tan−1(Reward to Otheri/Reward to Selfi) (SI Appendix, 
Fig. S3).

We used the difference-in-differences approach to evaluate the assistance 
activation and deactivation effects in the supplementary experiment (Fig. 4 and 
SI Appendix, Tables S6 and S7). In the supplementary sessions, autosteering assis-
tance was activated or deactivated after the 5th round in the 10-round game. We 
identified the event as a treatment, compared to the control sessions without 
the change at the halfway point in the main experiment (i.e., the manual and 
autosteering conditions, respectively). We also identified the sessions from the 
6th to 10th rounds as “posttreatment,” compared to those from the 1st to 5th 
rounds. The difference-in-differences method evaluates the effect of treatment 
with the following regression: 

where Y is the outcome variable (e.g., the odds of unilateral turns in Fig. 4). When 
the estimated interaction term’s coefficient was significantly large, the activation 
or deactivation of assistive technology had a meaningful impact on individual or 
collective behavior in the middle of the game.

Reward to Selfi = xi ∕ t.

Reward to Otheri =
(

xj,freeway − xj,lostway
)

∕ t.

Y = �0 + �1 ∗ Treatment + �2 ∗ Post + �3 ∗ Treatment ∗ Post + e,

D
ow

nl
oa

de
d 

fr
om

 h
ttp

s:
//w

w
w

.p
na

s.
or

g 
by

 "
Y

A
L

E
 U

N
IV

E
R

SI
T

Y
 , 

C
T

R
 F

O
R

 S
C

I 
&

 S
O

C
IA

L
 S

C
I 

IN
FO

" 
on

 A
pr

il 
22

, 2
02

4 
fr

om
 I

P 
ad

dr
es

s 
13

2.
17

4.
25

2.
17

1.

http://www.pnas.org/lookup/doi/10.1073/pnas.2307804120#supplementary-materials
http://www.pnas.org/lookup/doi/10.1073/pnas.2307804120#supplementary-materials
http://www.pnas.org/lookup/doi/10.1073/pnas.2307804120#supplementary-materials
http://www.pnas.org/lookup/doi/10.1073/pnas.2307804120#supplementary-materials
http://www.pnas.org/lookup/doi/10.1073/pnas.2307804120#supplementary-materials
http://www.pnas.org/lookup/doi/10.1073/pnas.2307804120#supplementary-materials


10 of 11   https://doi.org/10.1073/pnas.2307804120� pnas.org

Data, Materials, and Software Availability. The data in this manuscript is 
available at Mendeley Data (43). This study was preregistered in AsPredicted.org 
for the main experiment (https://aspredicted.org/du7ny.pdf; https://aspredicted.
org/iu6tq.pdf; https://aspredicted.org/zm3bn.pdf) and the supplementary exper-
iment (https://aspredicted.org/g8ic6.pdf).
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