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A
dvances in artificial intelligence (AI), 
particularly large language models 
(LLMs), are substantially  affect-
ing social science research. These 
transformer-based machine-learning 
models pretrained on vast amounts 

of text data are increasingly capable of sim-
ulating human-like responses and behaviors 
(1, 2), offering opportunities to test theories 
and hypotheses about human behavior at 
great scale and speed. This presents urgent 
challenges: How can social science research 
practices be adapted, even reinvented, to 
harness the power of foundational AI? And 
how can this be done while ensuring trans-
parent and replicable research?

Social sciences rely on a range of meth-
ods,  including questionnaires, behavioral 
tests, mixed-method analyses of semi-struc-
tured responses, agent-based modeling 
(ABM), observational studies, and experi-
ments. The common goal is to obtain a gen-
eralized representation of characteristics of 
individuals, groups, cultures, and their dy-
namics (2). With the advent of advanced AI 
systems, the landscape of data collection in 
social sciences may shift. LLMs take advan-
tage of deep learning to capture complex re-
lationships within language. Such language 
literacy capabilities in processing, generat-
ing, and interacting with human language 
in a contextually aware and semantically 
accurate fashion (1) represent a major shift 
from previous AI approaches, which often 
struggled with such nuanced aspects of lan-
guage as irony, metaphor, or emotional tone. 
With proper conditioning (3), LLMs can 
more accurately simulate human behavioral 
responses in social science research.

 LLMs may supplant human participants 
for data collection. For example, LLMs have 
already demonstrated their ability to gen-
erate realistic survey responses concerning 
consumer behavior (2). Although opinions 
on the feasibility of this application vary, 

at a minimum, studies that use simulated 
participants could be used to generate hy-
potheses that could then be confirmed in 
human populations (3, 4). The success of 
this approach depends on algorithmic fidel-
ity of the trained data (3), transparency in 
model training, prompt engineering, and 
benchmark selection.

Why is this scenario plausible? Pre-
trained on massive datasets, advanced AI 
models can represent a vast array of hu-
man experiences and perspectives, possi-
bly giving them a higher degree of freedom 
to generate diverse responses than that of 
conventional human participant methods, 
which can help to reduce generalizability 
concerns in research (2). LLMs can also 
generate responses across a wider range 
of parameters than human participants 
because of pragmatic concerns of limited 
attention span, response bias, or habitua-
tion among humans, providing a less biased 
view of underlying latent dimensions. This 
makes them especially useful in high-risk 
projects for which traditional data collec-
tion is impractical, allowing for the testing 
of interventions in simulated populations 
before real-world implementation. 

LLMs could be used as surrogates in 
other ways. They have the potential to en-
hance policy analysis by reproducing the 
views of different theoretical or ideologi-
cal schools of thought. For example, LLMs 
could be trained to capture nuances of com-
plex debates, such as concerning the stabil-
ity and reliability of nuclear deterrence in 
the face of human and technical factors (5). 
LLMs could be trained to capture varied 
perspectives, including evaluating “what-
if” scenarios that nearly occurred, such as 
the Cuban Missile Crisis in 1962, and pro-
viding assessments of how plausible these 
scenarios were. Once LLMs can pass the 
Ideological Turing Test—meaning that they 
can accurately represent opposing view-
points in a way indistinguishable from real 
humans—researchers can use them to gen-
erate future scenarios. Future LLMs, appro-
priately trained (3), may thus out-perform 

humans on analytic tasks such as synthe-
sizing clashing views to generate superior 
forecasts and policy prescriptions. 

AI could also fill the role of a “confederate” 
(controlled experimental partner) in social 
interaction research involving individuals 
or groups (6), potentially as components 
to agent-based simulations.  An LLM-ABM 
hybrid could use  LLM to derive empiri-
cally based rules of social decision-making 
or behavior to  simulate  social interactions 
of individuals with specific characteristics 
and beliefs (4). This approach could explore 
how agents with these particular charac-
teristics influence subsequent interaction 
with humans, informing broader social sci-
ence questions such as how misinformation 
spreads throughout social networks (7). 

Such investigations raise questions 
about the limits of LLMs as human cogni-
tion and decision models. Can we “nudge” 
an LLM by asking it to assess the quality 
of a news item before sharing, replicat-
ing research with humans (7)? If so, could 
we use the integrated LLM-ABM model to 
identify interventions that would reduce 
the spread of misinformation through so-
cial networks? Generally, if LLM-ABMs 
can provide new insights on how human 
agents choose to share information, co-
operate and compete in social dilemmas, 
and conform with social norms, they can 
provide valuable insights into both the 
underlying mechanisms governing hu-
man behavior and social dynamics (8) with 
higher fidelity than has been possible with 
previous human decision models. 

Incorporating LLMs into ABMs intro-
duces new challenges because of their dif-
fering operational principles. Whereas 
LLMs generate and interpret language 
according to statistical patterns derived 
from vast linguistic data, traditional ABMs 
operate on the basis of predefined formal 
rules (9) that can be generated by using 
real-world linguistic and other qualitative 
data. New ABM design will be needed to 
take advantage of LLMs’ capability to simu-
late performance on questionnaires, behav-
ior in ill-defined situations, or open-ended 
responses (2). By creating realistic initial 
populations for ABMs, LLMs can model 
subjects’ latent cognitive or affective states, 
surpassing traditional researchers’ capac-
ity and opening doors for future theory 
generation.

LLMs’ potential future benefits include 
creating samples as diverse as the cul-
tural products (2, 3) on which the mod-
els were trained, offering a more accurate 
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portrayal of human behavior and social 
dynamics than those from conventional 
methods that rely on typically less heter-
ogenous and representative convenience 
samples (2). Because of their population-
scale calibration data, LLMs could help 
address common challenges in social sci-
ence research that can lead to biased 
models, including generalizability and 
self-selection concerns (2).

Effective AI-assisted research will de-
pend on the AI being able to accurately 
mirror the perspectives of diverse demo-
graphic groups. Pretrained models from 
linguistic cultural products are known to 
capture sociocultural biases present in so-
ciety (2, 10). When biases are recognized, a 
key question is their provenance: Do they 
correctly reflect the populations, or are they 
artifacts of model construction (11)? Model 
construction bias may result from incorrect 
or invalid choices throughout the design 
and development pipeline (for example, 
choosing constructs that are differentially 
valid across demographic groups, curating 
datasets that lack diversity or that encode 
biases of certain human annotators, or se-
lecting models that fail to capture specific 
patterns pertinent to minorities) or because 
of existing societal disparities (2). 

The scientist-humanist dilemma emerges 
as a key issue: Although scientists aim to 
study “pure” LLMs with embedded socio-
cultural biases to simulate human behavior 
and trace its cultural evolution (2), ethical 
constraints require engineers to protect 
LLMs from these very biases. Already, LLM 
engineers have been fine-tuning pretrained 
models for the world that “should be” (12) 
rather than the world that is, and such ef-
forts to mitigate biases in AI training (2, 
13) may thus undermine the validity of AI-
assisted social science research. The propri-
etary “black box” nature of LLM training 
challenges the ability of researchers to 
evaluate underlying mechanisms and rep-
licate findings. To address this, advocating 
for open-source LLMs, access to pretrained 
but not fine-tuned models for scientific 
research, and transparent methodologies 
(such as BLOOM, Cerebras-GPT, or LLaMA) 
are essential for ensuring reliable and cred-
ible AI-driven research (2). 

Overall, researchers will need to estab-
lish guidelines for the ethical use of LLMs 
in research, addressing concerns related to 
data privacy, algorithmic fairness [versus 
monoculture (2)], environmental costs (2, 
13), and the potential misuse of LLM-gener-
ated findings. Pragmatic concerns with data 
quality, fairness, and equity of access to the 
powerful AI systems will be substantial.

In deciding whether to use LLMs to 
approximate human behavior, research-

ers must first validate language-mediated 
(latent) constructs (2). They can treat 
LLM-generated responses as a “sample” of 
nonhuman participants and systematically 
vary prompts, akin to presenting random 
stimuli in traditional experiments. A cru-
cial consideration in using LLMs for re-
search is the trade-off between external and 
internal validity. Future LLMs, trained on 
diverse cultural content, will offer greater 
external validity by simulating human-like 
responses and generalizing to real-world 
scenarios. However, their opaque nature 
will limit their internal validity. Conversely, 
laboratory-grown natural-language pro-
cessing models, built on smaller controlled 
datasets, will provide stronger internal va-
lidity at the expense of reduced reliability 
and generalizability because the limited 
training data may hinder their ability to 

perform consistently and broadly across 
different contexts. Researchers should care-
fully choose between these approaches ac-
cording to their priorities.

Researchers must also consider the con-
text of their study. High-risk situations 
that involve violence or situations that are 
plainly infeasible with large numbers of hu-
man participants may be more suitable for 
LLMs. For example, LLMs might be used to 
explore human dynamics of space travel, or 
create predator and victim prototypes for 
studies of online sexual predators, an ethi-
cally fraught realm because of the potential 
trauma to human participants. 

As AI reshapes the landscape of social sci-
ence (14), researchers will diversify their ex-
pertise, embracing new roles such as model 
bias hunters, AI-data validators, or human-
AI interactionist. In this context, maintain-
ing conceptual clarity (2), understanding 
foundations of measurement (2), and adher-
ing to ethically grounded practical wisdom 
(15) for selecting an AI-assisted design that 
fits one’s research question will be essential. 
With the democratization of AI-assisted data 
collection, the importance of early-stage so-
cial science training and supporting quan-
titative methods (such as computation and 
statistics) is crucial, calling for revision of 
social science education programs. 

Just as the prisoners in the allegory of 
Plato’s  Cave observe shadows on a wall and 
believe them to represent reality, LLMs 
rely on “shadows” of human experiences 

described in cultural products. These shad-
ows offer a limited view of the true nature 
of the phenomena they represent because 
folk psychology (2) captured in cultural 
products may not always reflect the mech-
anisms that govern human behavior—a 
limitation essential for social scientists to 
acknowledge. Examining the limitations 
and biases of LLMs also puts a mirror to 
common practices in many fields, be it bias 
in representation, sampling methods, or 
methodological individualism (2). 

Despite these obstacles, LLMs allow so-
cial scientists to break from traditional re-
search methods and approach their work in 
innovative ways. LLM models will likely vi-
tiate online crowdworking platforms, which 
are the dominant source of human partici-
pant data in many social science fields, for 
the simple reasons of on-par performance 
of simple tasks, and because open-ended 
responses from LLM-guided bots will be-
come indistinguishable from human partic-
ipants, calling for new methods for human 
data verification. Social scientists must be 
prepared to adapt to the uncertainty (15) 
that comes with evolving technology while 
being mindful of the limitations of ongo-
ing research practices. Only by maintaining 
transparency and replicability (2) can we 
ensure that AI-assisted social science re-
search truly contributes to our understand-
ing of human experience. j
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human experiences described 
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