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Rejoinder to commentaries on social
contagion theory

We thank the commentators for the care and attention they have given to this topic and for the new
insights they are contributing to what we all regard as an important and engaging area, namely the study
of the structure and function of human social networks.

Most of the commentators note the same limitations and promise that we, in our prior papers, have
also noted with the use of generalized estimating equation (GEE) models implemented in longitudinal
networks. Like us, they cannot see any superior alternative to analyzing such data, especially in networks
of the size we analyze, given the statistical tools currently at our disposal.

As a scientific principle, we take it to be the case that some observation of the world is better than
no observation. The fact that we can imagine the existence of a space-based telescope that would be
superior to the terrestrial variety does not mean that the latter, with all the limitations imposed by light
pollution and atmospheric interference, offers no value, offers no information about the natural world.
We think that the current state of network statistics is like an earth-based telescope: the methods are not
perfect, not free of all biases or assumptions. But still, they are much better than nothing.

We are grateful for Wasserman’s deft highlighting of this fundamental point. Wasserman has been a
pioneer in network statistics, and he knows how hard it is to reap a harvest in this terrain. Like him, we
see no point in packing our bags and going home, because network phenomena are so important.

Like virtually all social scientists, we have, in many of our papers, made use of observational
data, and so we must cope with limitations in extant methods. But we also have published a number
of experiments, exploring both the structure and function of networks ranging in size from thousands
to tens of millions of subjects [1–3]. And we note with interest the experimental work of others [4–6].
It is worth noting, however, that experiments have their own limitations, including that they are
thinned-out versions of reality. What one gains in robust causal inference, one loses in verisimilitude.
So, we think that both approaches will play an important role in network science in the coming
years. We just need to invent better statistical tools, a sentiment in which we are joined by all four
commentators.

Thomas, as usual, thinks deeply about the limitations of current network models. Yet, he does not
suggest anything specific that one could do differently than we did, given our data and the current state
of statistical knowledge. And, in many cases, he identifies limitations in current methods that we, and
others, have previously pointed out. The challenge is what to do about them.

In his discussion, Thomas appears to overlook the fact that we ourselves, for most of our papers, have
published results with both dichotomous and continuous versions of the same outcome – for example,
dichotomous obesity and continuous body mass index [7, 8], dichotomous smoking and continuous
number of cigarettes smoked per day [9], dichotomous and continuous versions of a happiness index
[10], and dichotomous and continuous versions of a lonely days per week [11]. In all cases, the two
types of models have led to the same conclusions, a fact we have noted in our papers. Moreover, we have
also previously explored double-lagged models of exactly the sort he (and others) have suggested, where
alter’s change in status from t -2 to t -1 is used as a predictor for ego’s change in status from t -1 to t , a
fact mentioned in the supplements to our papers. And those analyses also confirmed our main results.
This has been previously noted by VanderWeele [12].

Moreover, as Thomas notes, the use of other sorts of approaches, whether propensity score matching,
for example, as implemented by Aral [13] (and with which we are quite familiar [14]), or SIENA
models [15], do not by any means solve the generic critique that Shalizi and Thomas have offered in
a prior paper regarding the difficulty of causal inference with observational network data [16]. This is
true even with the implementation of further lags, although further lags do increase our confidence in
causal interpretations and solve certain other statistical problems [12].

The simulation study involving network geometry that Thomas reports is a clever contribution. We
are glad to see that Thomas availed himself of the public-use version of the FHS-Net data for this
purpose, and we encourage others to explore that dataset. Still, it is unclear how to modify current
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models to account for this theoretical concern. And other analyses based on real data have confirmed
that the models we used perform very well, despite various theoretical issues being raised here and else-
where, as noted in our paper [17–19]. Incidentally, we are glad to see that Thomas confirms that our
‘symmetry test works exactly as advertised for the continuous model’ because we already had reported
such results in our prior papers. Thomas’ concern that the sparseness of FHS-Net may contribute to some
bias is mitigated by the fact that we and others have replicated our results in several other datasets, as we
note in our paper.

In his featured article, O’Malley makes numerous points directly relevant to our paper. He provides
a comprehensive overview of network statistics, correctly noting all the ways that inference regard-
ing peer effects is so much more challenging within the context of network data. He correctly points
out that transitivity among peers can potentially lead to bias in estimation, even if one implements, as
we did, separate models for each type of peer (friends, spouses, siblings, etc.). However, the extent of
this bias is likely to be small, and, to our knowledge, there are no extant models that can correct for
this issue.

Some critical comments have centered around the need, in network analysis, to deploy assumptions
that are (in any case) the same as in all other causal estimation with observational data; as O’Malley
notes, this requires ‘alternative identification strategies’, such as the need to ‘make a multivariate
parametric assumption, assume the non-existence of unmeasured confounding variables, or assume
that an instrumental variable is valid’. We agree entirely with O’Malley that more work is needed to
address the robustness of the currently available models to misspecification, especially because some
misspecification is unavoidable, here as elsewhere.

VanderWeele’s clever contribution builds on his earlier work that shows our method is a valid test of
the no-contagion hypothesis [12]. Here, he highlights the subtleties in assessing social ripples beyond
one degree of separation. One of the basic horizons that social network data open up is that, if there
is one degree of influence in a social process, then it may be possible to find evidence for influence at
two and three (or more) degrees. It is not surprising that the effect decays with social distance (as we
have argued before, this can be understood as a kind of ‘social friction’), but still, if one person affects
another, then the latter might go on and pass the effect along. VanderWeele points out that the burgeoning
literature on causal mediation may help us to deal with the additional challenges that arise when testing
influence across multiple degrees of separation. Developing ways to assess the magnitude and mean-
ing of such effects in an increasingly interconnected world is a topic of substantial interest to us and
others [20, 21].

We thank Wasserman, Thomas, and O’Malley for recognizing that the development of the network
data alone, using the FHS, was both difficult and valuable. We also thank all the commentators for
recognizing the utility and novelty of the directionality test, which we hope will prove to be a fruitful
area for investigation by statisticians, because it might provide a lever to have more confidence in causal
estimates with observational data. Prior work by Shalizi and Thomas has already identified certain other
assumptions this test may involve [16], and we hope that further exploration of the utility of this approach
will be forthcoming. O’Malley and VanderWeele are also quite right that improved versions of the
permutation test for topological clustering that we implemented would be extremely useful; these
scholars are, in our judgment, among the most creative in contributing new methodological approaches
to network data. In short, there is a pressing need for still more, and better, methods in the area of
network statistics.
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